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Intrinsic instability of the concentration field in diffusion-limited growth
and its effect on crystallization
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The dynamic behavior of the concentration field in crystallization is investigated by considering the coupling
of the bulk concentration field and interfacial kinetics. It is shown that the concentration field may become
unstable for perturbations with certain wavelength. When instability occurs, the physical environment in front
of the growing interface will fluctuate and the interfacial growth mode will be affected accordingly. We
suggest that our analysis can be used to interpret some spatial-temporal instabilities observed in crystallization.
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One of the intriguing aspects of interfacial growth is thatthe volume near the surface and the close-packed terraces
in some cases the growth environment may become unstabléhere molecules are adsorbed, diid adsorbed molecules
spontaneously1-9]. The instability was usually attributed diffuse on the terraces in between steps and incorporate into
to either impurity effects in interfacial kineti¢8,9], or two-  Kink sites on the steps. In this model direct incorporation of
dimensional(2D) nucleation and spreading of 2D islands Solute molecules by volume diffusion is not considered. We
[10,11], or some special nonlinear boundary conditiphg]. suppose that the adsorption molecules on the interface have
The physical origin of the instability, although it varies for an average lifetime, beyond which the molecules will de-
different systems, is normally believed to associate with the©rP from the interface and go back to the volume.
competition of interfacial kinetics and chemical transporta- A tWwo-dimensional model is taken, where the interface

tion, and nonlinear boundary conditions are sometimes red™oWs in a+y direction. The volume concentration field

quired. The perturbation method is usually introduced forC(X’y't) and the interfacial adsorption concentration field

this type of studies. For example, Coriell and Sekei&h ng(x,t) are .cc.)nsidered. The volume concentration field
proposed an oscillatory instability related to a ‘“solute C(x.y.t) satisfies
pump” mechanism, according to which the local changes in

segregation coefficientk originated from the periodic dC(X,y,1) -D
changes in the interfacial velocity can occur out of phase ot

with local interface position. This leads to lateral inhomoge-

neity of concentration on a length scale large enough that th@hereD, is the volume diffusion coefficient. In the vicinity
resulting instabilities will not be suppressed by capillarity. of growing interface yee and e—0) the concentration
Moreover, the effect of anisotropic kinetics on morphologi-fields obey the following relation:

cal stability of a pure material growing at constant velocity

\

2 2
POyt 0 C(x,y,t)>, @
x> ay?

into a supercooled melt was investigated by Chernov, Coriell dC(x,Y,t) D, ng(X,t)
and Murray[12]. Although great efforts have been devoted Dy ay :XC(X’y't) -, @)
to this type of problem, however, it seems that many ques- yes yee

tions remain open. One of these is whether the oscillator . . - -
behavior of the concentration field could be an intrinsic prop-YNhereA is a phenomenological coefficient describing the

erty of the diffusion-limited growth. In this paper, starting kinetics of particle exchange between the volume and the

from conventional diffusion equation and boundary condi—"’ldsorbed layef13]. At the crystal surface, mass conserva-

tions[13], we show that both the bulk solute concentration att'On requires

the interface and the interfacial concentration of adsorption

molecules may become unstable for perturbations with cer- j,=V-jt dng(x,t) 3)

tain wavelength, which might be the origin of some spatial- v s dt ’

temporal oscillations in the interfacial growth.

Following Gilmer, Ghez, and Cabrefra3], crystal growth  where  the mass  flux  from volume j,=

from an aqueous solution can be modeled as the following=D, dC(x,y,t)/dy|,.. and the surface mass fluxs=

(i) solute molecules diffuse through supersaturated volume te- D ,Vng, D is the surface diffusion coefficient. Bofb,

growing interface,(ii) solute molecules exchange betweenandDg are taken as constant. The growth rate of the crystal
surface depends on the diffusion flux of adsorption mol-
ecules towards the steps, while this flux is determined by

*Electronic address: muwang@netra.nju.edu.cn local adsorption concentration gradient on the step sites.
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The analytical solutions of the coupled equati¢bsand (3) with boundary conditions discussed in Rgf3] are not easy
to get, although the stationary solutions are known. The stationary solutions of these two equations can be obtained as

2k 2 kX
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where o defines the supersaturatio@ is the equilibrium IC(x,Y,t) PC(x,y,1) D
concentration at the temperature of crystal groviths the t : = DV+ + —\Z'C(x,y,t)
interstep distancd,represents the thickness of the boundary J yes 28 yee A yes
layer, & is the thickness of the unstirred boundary layeis
the mean diffusion distance, which obey$=D¢r, and A _ ns(x,t). (6)

is a coefficient describing the kinetics of particle exchange AT
between the step and the adsorbed layer. Detail deduction

has been given in Ref13]. Even so, we are able to survey gased on Eqs(4) and (6), a linear stability analysis is ap-
the stability of C(x,y,t) andny(x,t). From Eqgs.(1)=(3), 2  plied. We introduce plane-wave perturbations to the concen-
coupled equation of the adsorption concentration field angyation fields at the growing interface. The perturbed concen-

the volume concentration field in the vicinity of growing tration fields are assumed to have the form of
interface is derived:

nP(x,t) =ng(x,t) +nete

dng(x,t) D, ng(X,t) a%ng(x,t)
at —TC(x,y,t) R +Dg PR

yee

()

4 ~ .
( ) Cp(xiyrt)|yes:C(Xiy!t)lyes+cemte_lkx'

We are particularly interested in the stability(b(x,y,t)|yes Takina the perturbed solutiond) into Eds.(4) and (6). a
and ng(x,t), because they influence the interfacial grOWthdisplequion el?quattjion is acﬁi:avréd) ! as. (4) ©).

significantly. The second order derivative of volume concen-
tration near the interface can be derived from Ej.as

1 D 1 D
e — +k*(Dy+Dg) |0+ | DK+ ;) D k?— —;)
5 *C(x,y,1) 4 (D aC(x,y,t)) A A
VT v\ PV oy D
d y y
' lyes yee +A2V —0. ®)
_ D, 9C(xy,t) 7
Ay _ _ _ . .
yes The dynamic behavior of interfacial concentration fields de-
1/(D, ng(X,t) pends on the property @f. When the wave vectdeis in the
:K(XC(X’y’t) yeg— ) range
®) /D, 1 D, \ﬁ
—_— — _+ —
A? T A? T
Substituting Eq(5) into Eg.(1), an equation of volume con- |k|< , (9)
centration in the vicinity of growing interface is obtained: VD, —Ds D,—Ds



PRE 60 INTRINSIC INSTABILITY OF THE CONCENTRATION ... 1903

4.0
5.0
| Q.
1 1
L ©
1 g 3.0
T 005 : 2
B 2 : =, 2.0
q) : L) 0=
& 5 ® "
: o ]
S 5.0f : 1
: / 1.0
i Cok 0.0 . . .
< : / 0 o, 1.0x105 2.0x105 3.0x105 4.0x105
L 1 I! 1 1 1 1 1 L L 2
0 500 1000 1500 2000 @ Dv (cm?/s)
k (cm-1)
FIG. 1. The dispersion relation to show the dependence of 6.0
the wave vectok. In the shaded regiom is complex, where the
real and the imaginary parts are denotedasndw; , respectively.
Beyond the shaded regiom, has two real solutions marked ag ’8‘ 4.0
and w,. The dashed line marks the marginal state with=0, 3
wherek=k,. The parameters to make the plot &g=5.5x10 6 My
cn?/s, Dg=1.0x10"° cné/s, 7=0.25 s,A=1.0x10"% cm.
2.0
w is complex and oscillatory behavior is expected. However,
whether such oscillatory instability is eventually observable
depends on the sign of the real partiafw, . If w, is always 0.0 —
negative, instability decays exponentially and the perturba- 70x10¢  80x10¢ 9.0x10%  1.0x10%  1.1x10%  1.2x10°¢
tion eventually vanishes. In this case the concentration field () A (cm)

Itirst')t:tki)cl)lgz(?ﬁ Il‘lﬁ)rdbec?r::]es.p?s;tlvg kl)eyond ath_rtikl:(p(T(rj- _ FIG. 2. (3) The relation of the temporal oscillation peridgdand
Amplitude ot the interfacial concentration Neid ap-y, . o1 me diffusion coefficierd, . The parameters are selected as
proaches infinite as time goes on and thus instability OCCUISy _ 1 0x10°9 cnPfs, 7=0.25 s, andA =1.0x 10 cm. (b) The
The turning po_lnt of these two scenarios 1S a marglnal Sta_‘t?Emporal oscillation period; as a function of\. The parameters to
with o, =0, which corresponds to a sustained periodic 0sCilynake the plot areD,=5.5x 10°® cni/s, Do=1.0x10"9 cn?/s,
lation of the interfacial concentration field. The wave vectorgng =025 s.
of this marginal state is
T(=27/w;), is a function ofD,, Dg, A, and 7. Figure
2(a) shows the relation of; and the volume diffusion coef-
ficientD, . The oscillation period decreaseslag increases.
(10) In order to observe the oscillation of the interfacial concen-
tration field, the volume diffusion coefficient should be of
proper value, so that the oscillation period is not too long or
We plot in Fig. 1 the dispersion relatian(k). In the shaded too short. Figure @) illustrates the temporal oscillation pe-
region,k satisfies Eq(9) andw has an imaginary pat; and  riod T, as a function of\. T, increases dramatically whehn
a real partw, . While in the other regions, two real solutions is larger than a certain value. It is known thatelates to the
exist, which are denoted as; and w,, respectively. The activation energy barrier for surface adsorptidi),q, as
dashed line markk,. Figure 1 suggests that the growth sys- A «exp@U,4/kT) [13], wherek is Boltzmann constant antl
tem will selectively respond to the perturbations with differ- is temperature. A largeA corresponds to a higheXU 4.
ent wavelength. When the wave vector of perturbation isFor sufficiently high energy barriexU 4 the chance of sur-
greater tharkg, the perturbation is damped and the concenface adsorption drops significantly and the effective supply
tration fields are stabilized; when the wave vector of perturflux from volume decreases. As a result, the period of tem-
bation is smaller thark,, however, the perturbation ampli- poral oscillation increases. In Fig(a3, we plot w,(k) for
tudes of concentration fields may either fluctuate in adifferent volume diffusion coefficienD,. When D, be-
complicated way, or increase exponentially. Consequentlycomes less than a certain value, is always negative and
instability is expected in the crystal growth. In this case,the concentration field is stabilized. Figur@Bsuggests that
nevertheless, the detail dynamic behavior of the unstablistability takes place more easily for long wavelength per-
concentration fields is beyond the capability of the perturbaturbations when the volume diffusion coefficient is higher,
tion method. Instead of studying the complicated unstablavhich is consistent with previous studigs2]. Figure 3b)
scenario, we focus on the marginal stable oscillatory statédemonstratesw,(k) at different surface diffusion coeffi-
with v, =0. Meanwhile the temporal oscillation period, cients.
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) D,-75x10% creis mode) in ecosystenj14]. In a solution growth system, it is
or D =5.5x10 cm?ss generally accepted that the volume diffusion coefficibyt
0.0 / is much larger than that of surface diffusidd, [15]. Figure
' 3(b) implies that a large difference betwe&n, and Dy is
= J ired to observe oscillatory instability of the interfacial
t, -20F D=35x10%cmas required to . y y ot the 1
Q concentration field. Due to the fact thBt, is significantly
‘é’k 40l larger thanD¢ for many solution growth systems, in these
systems the dynamic behavior of the concentration field is
6.0} essentially determined by the volume diffusion, the interfa-
cial adsorption, and desorption.
-8.0 L L L The unstable interfacial concentration field and its effect
0 500 k 1000_1 1500 2000 on crystallization have been observed in several growth sys-
(@) (cm-1) tems. In electrocrystallization, periodic oscillation of the
05 concentration field was visualized by differential interference
) D,=6.0¢10% oms contrast microscopy and was related to the sidebranching of
0.0 dendrites[4]. For crystal growth from a thin aqueous solu-
1 D;2~/,5X1°'°°m2’s tion film with a free surface, periodic change of surface-
~ '0'5'_ ) tension gradient originated from the concentration oscilla-
O ol D.o4extosemes tion, together with a wetting effect of aqueous solution film
5] / . . . - .
2, 1 D oxte o on the substrate, finally leads to a periodic variation of inter-
3" 154 oSN e facial growth rate[3]. Furthermore, unstable interfacial
1 growth was observed by Vekilov, Alexander, and Rosen-
-2.01 berger[5] in the crystallization of lysozyme, and by Tsuka-
_25_' moto etal. [16] in the growth of Ba(N@), from a
’ convection-free environment. If the instability of the interfa-

300 400 500 600 700 800 cial concentration field takes place near the critical value for
(b) k(cm-1) kinetic roughening transition, one would expect an alternat-
, o ing change of interfacial growth mode between a faceted one
FIG. 3. (& The curve ofuw(k) for different volume diffusion 554 5 rough one. Our recent studies on the surface morphol-
coefficientsD,, in the region wherao(k) hgs a complex v_alue. It ogy of the aggregate of Ni&I crystallites[6] seems to sup-
can be seen that for sufficiently o, , », is always negative and . f
o - ort this speculation.
the concentration field is stabilized. The parameters to make thg As we reported previousl6], crystallites of NHCI in an
plot areD¢=1.0x10"° cn?/s, 7=0.25 s, andA =1.0x10"% cm. Ip tﬁ ‘ ' fy fractal Fk ‘
(b) The plot to show the dependenceaf(k) on surface diffusion agarose gel growtn sys e_m can form a r?.C a ! € aggregate
on the glass substrate. Viewed under optical microscope, the

coefficientDg. w,(k) is always negative when the surface diffusion X ; ;
coefficient is sufficiently higlimeanwhile D, becomes comparable Surface of crystallites is completely rough in the early stage

to D,). This means that for a specific growth system, faster surfac®f growth when the initial concentration of NBI is above
diffusion stabilizes the interfacial concentration field. The param-10%. As crystal growth proceeds, faceting takes place locally
eters to make this plot a®,=5.0<10"% cn?/s, r=0.25 s, and OVer the rough, rounded surface of the aggregates, which is
A=1.0x10"2 cm. characterized by the bunching of steps and the generation of
2D islands. In between two regions of faceted growth, the
surface of crystallites remains rough. In this way an alternat-
It follows that w,(k) becomes negative for sufficiently large ing change of faceted growth and rough growth takes place.
D.. The negativew,(k) means that the perturbation to the It is true that the spatial distribution of the regions of rough
concentration field will finally be damped. So FighBindi-  and faceted growth is not exactly periodic. However, fluc-
cates that faster surface diffusion stabilizes the interfacialuation of the spatial period is not significant. Therefore, we
concentration field. In this case, the chance for the adsorptioare still able to define an average spatial period of the rough-
molecules to reach kink sites on the step becomes mucéning transitions. By changing agarose concentration in pre-
higher. Once the molecules incorporate into the kink siteparing the gel medium, the effective volume diffusion coef-
they are considered as a part of the crystal. Therefore, thiicient is modified. Although we do not know the
interfacial growth, which acts as the drain of adsorption mol-quantitative relation of the volume diffusion coefficient of
ecules, becomes faster for highBr,. When the drain of NH,CI with respect to agarose concentration, the density
adsorption molecules turns strong enough, the interfaciabf the gel mediuny it is reasonable to assume that the effec-
concentration field will no longer oscillate. tive volume diffusion coefficient decreases when the agarose
We suggest that the instability of the concentration field attoncentration is increased. We measured the average spatial
growing interface originates from the competition of nutrientperiod of the alternating roughening transitions over the sur-
transport and interfacial kinetics. With a fixed volume sup-face of aggregate as a function of the concentration of agar-
ply, adsorption concentration will not be accumulated wherose. It was found that the spatial period is shortened when
the lifetime of adsorptionr drops(i.e., the adsorbed mol- the gel concentration is decreagédl This experimental ob-
ecules jump back to the volume easijlgr the surface diffu- servation can be explained by our model. Suppose that we
sivity becomes very high. To some extent, this situation ishave a moving frame of coordinates fixed on the growing tip
similar to that of the Lotka-Volterra modébr, predator-prey of an aggregate branch. In addition, local interfacial concen-
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tration is initially higher than the critical concentration for a the chemical impurities on the growing interfg@&9,17 or
kinetic roughening transition. Meanwhile the surface of crysthe asymmetry in attachment kinetics on the crystal surface
tallites is roughened. When instability occurs, the local con{18,19. It was also argued that the unsteady growth may be
centration field in front of the growing interface fluctuates due to a highly nonlinear response of the system that results
and it may become lower than the critical concentration forin a mixed control regime from the coupling of solute bulk
kinetic roughening. Once this occurs, the nucleation rate detransport with nonlinear interfacial kineti¢s]. Indeed these
creases considerably and the growing interface changes tofactors can be responsible for the unstable growth; however,
faceted one. When the aggregate branch moves forward, asir results suggest that the instability of interfacial concen-
soon as the local concentration in front of the growing inter-tration fields and interfacial growth could be an intrinsic be-
face fluctuates higher than the critical value for a kinetichavior of diffusion-limited growth itself. Furthermore, oscil-
roughening transition, rough crystal growth reappears. In thisatory dynamic behavior is not restricted to crystallization
way, the temporal fluctuation of interfacial concentrationonly. As a matter of fact, many spatiotemporal oscillations
field in the moving frame of coordinates results in the spatiahave been observed in reaction-limited interfacial processes
alternating roughening transitions over the surface of aggreand in catalysis systeni&0,21]. Due to the generality of the
gate branches. Figurgd indicates that the temporal oscil- equations presented in this paper, we expect that our analysis
lation period is shortened when the volume diffusion coeffi-should also be applicable to these systems.
cient is increased. In other words, by decreasing the agarose
concentration, the temporal oscillation period is shortened.
Suppose the tip growth rate remains a constant during the This work was stimulated by discussions with P. Ben-
roughening transition process; it follows that the spatial penema. The authors acknowledge discussions with F. Rosen-
riod of the roughening transition should decrease at loweberger, X. Y. Liu, and Y. Y. Zhu. This work was supported
agarose concentration, which is consistent with our experiby the State Key Program for Basic Research of China and
mental observatiof6]. by NASA under Grant No. NAG8-1354. The support of NSF
It should be mentioned that in many previous studiespf China and the Qiu Shi Foundation of Science and Tech-
oscillatory spatial and temporal processes were attributed tnology is also acknowledged.
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